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UCSD
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The problem (use case) we are trying to solve

● Provide clinical data (protected health information - PHI) to 
UCSD biomedical researchers:
○ Securely
○ Swiftly
○ Simply
○ Standardized 
○ Semantically consistent



F A I R

Data (and analyses) should be FAIR.



UCSD Health Secure Research Cloud in AWS
● What is it?

○ Integrating Data for Analysis, anonymization, and SHaring (iDASH) - v2.0
○ A secure computing environment for sensitive data
○ HIPAA compliant
○ Health system CSO approved for use involving protected health information (PHI)
○ Includes virtual research desktops and VMs in a locked-down AWS VPC without 

the ability for users to connect to the “outside”

● Why we needed it
○ c2017 - EHR data (PHI) for research routinely given to investigators through a 

download -- some data ended up shared it with external entities without data use 
agreements, no visibility into the location/use of the data, the ADCS situation 
along with ~800 other AWS accounts by UCSD Health staff/faculty without 
visibility or controls



UCSD health secure research cloud with nodes in a VPC
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THE VIRTUAL RESEARCH DESKTOP 
(VRD)

• It is a modified version of the Amazon Web Services 
(AWS) Windows 10 “Workspace” virtual machine

• Runs in the protected UCSDH Secure Cloud in AWS
• in the AWS HIPAA environment
• approved by UCSDH CSO for PHI

• Provisioned with:
• SPSS
• R/RStudio
• Python/PyCharm
• Java 8 JDK
• Depending on approval, access to internal databases 

– ie, UC CORDS
• tag.bio based access to available databases

UCSD Health Virtual Research Desktop 





History
Tom Covington, CEO Tag.bio



How did the data mesh platform arise?

● Jesse Paquette (CSO Tag.bio) worked at UCSF Helen Diller, Family Comprehensive 
Cancer Center (2007-2010)

○ Working with Oncology researchers he realized that enabling them to answer their own questions 
would speed the turnaround time of question to answer

○ Created an initial software called EGAN (Exploratory Gene Association Networks)

○ Formed Tag.bio in 2014 with Tom Covington (CEO) and built first versions of what were then called Flux 
Capacitors or FC’s but became data nodes.

○ Began projects with UCSF Med Center on billing, encounters and claims data in 2018.

○ Realized that the architecture we were working on was an implementation of a “data mesh” after 
reading Zhamak Dhegani’s article: How to Move Beyond a Monolithic Data Lake to a Distributed Data 
Mesh

https://martinfowler.com/articles/data-monolith-to-mesh.html


What’s The History?

● In January 2020 met Tag.bio at  Precision Medicine World Conference
○ Initial discussion about work with UCSF on value based healthcare.

○ Set up a visit to UCSD in February

○ Initiated research collaboration with Mike Hogarth in March

● The Pandemic
○ Realized there was an immediate need to make COVID data accessible

○ Built first COVID registries in April

Building a range of patient registries at the present time

https://www.universityofcalifornia.edu/press-room/university-california-health-creates-centralized-data-set-accelerate-covid-19-research


What is a Data mesh?
Mark Mooney, VP of Customer Tag.bio



Similar to an app store 
or a library of data 

products.

Data nodes deployed and registered in a decentralized 

Data Mesh

Zhamak Dehghani (Thoughtworks): How to Move Beyond a Monolithic Data Lake to a Distributed Data Mesh
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https://martinfowler.com/articles/data-monolith-to-mesh.html
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Tying 3 technical components... 

...into a domain-
driven data node

Data

Algorithms

Visualization



Sources

Siloed data

Data lake

Data node

Formats                

Types
Proprietary data
(e.g. patients, billing, etc.)

Public data
(e.g. TCGA, CDC, etc.)

Data services
(e.g. annotation, usage, etc.)

Emerging data types

NODE: Data Map UC CORDS COVID-19

Aug 14 2020
• 175,517 COVID tested patients
• 6,056 COVID+ patients
• all labs, meds, vitals, 29 ICU data 

elements
• 319,952,837 “data points” 

de-identified data 
Ingested in 5 hours



NODE: Algorithms

Classic statistical methods

PCA, tSNE, UMAP, 
t-test, Mann-Whitney,
Hypergeometric, 
Cox regression,
Paired analysis over time,
Pathway analysis, etc.

Integration with

Machine Learning / AI



NODE: Smart API/UX
Made by the data scientist
Used by the researcher

Analysis Apps



NODE: Fast MVP
robust CI/CD

NODE: DIY





Nightingale registries
(a de-identified, automated, OMOP data product)

Mark Mooney, VP of Customer Tag.bio

































































































Summary
Mike Hogarth MD, Clinical Research Information Officer, UC San Diego Health



A tool for data 
exploration and 
analysis

● We have installed the tag.bio system in our research cloud and 
it has access to data sets in our ‘secure data commons 
database’

● The Nightingale portal provides population level access and 
ability to perform analysis

● A user can ‘slice’ the cohort and select specific analyses 
(demographic, survival, comparison between cohorts)

● Planned, pending approval, provide ‘download’ of limited data 
set (LDS) row-level data from selected data set into the 
investigator’s virtual research desktop for further analysis



Help us evolve the mesh 

● What other registries should be available?
● How would you like to query them? 
● Are there public data sources you would like to see here?
● Could we use the mesh for other data sources?

Please contact Mike Hogarth at mihogarth@health.ucsd.edu
with suggestions or comments.

mailto:mihogarth@health.ucsd.edu


Thank You! 

Questions? 



Next presentation

Come see our next UC TECH Presentation 9/03: 

Email Overload: Practical Tools for Influencing Email Volume in the 
Age of Telecommuting

Are you overwhelmed by the number of emails you receive daily? Has email management 
become a burdensome core task that monopolizes your time? When volume exceeds 200+ 
emails a day, generic email tips & tricks for email management simply won’t cut it. This 
session will go beyond email platform use to focus on email management from a behavior 
modification and process improvement perspective. We will cover practical tools and 
strategies for actively managing virtual work and interactions with your co-workers more 
effectively, giving you the ability to actually influence the volume of emails you receive.

Speaker:

Loralyn Cross, Office of Research Affairs, UC San Diego



Reference slides



Jahan Fahimi, MD, PhD,
Associate Professor of Emergency Medicine, 
Director of Value Improvement at UCSF Health

“The ability to have this kind of on-demand information
completely changes the culture. 

I can’t imagine doing my job without the Tag.bio platform.”

- Jahan Fahimi, Director of Value Improvement at UCSF Health

● All inpatient and outpatient data in a combined dataset

➔ Over 2,000 analyses performed by value improvement 
physicians in the past year

9 years of billing and encounter data

Enabling doctors to 
provide instant answers



What does this enable?

Portal

Node

Mesh

DevelopmentData Collaboration

Many Nodes, many data types
Node functional diversity
Distributed analyses
Network effect on data value

Build a rapid Data Product
Iterative dev cycle
Integrate other functions (R, Python, ML)

SMART API
Secure data
Secure deploy

Is a Data Product
Domain-specific analysis
Immutable data and transient node
Deploy anywhere

Transfer apps between nodes
Federated functionality
No down time
An ecosystem of nodes

Distributed querying 
Centralized analysis
Public/Private nodes

Reproducible, replayable analyses
Share analyses
Versioned resources
De-silo analysis types

Rapidly populated by an admin
Cohorts into Nodes
Transactional Nodes
Usage allows evolution of mesh

Publish data with analyses
Track analyses through history
Create COHORT/UDAT
Reference & Annotation  nodes


